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Abstract: The phenomenon of shadows due to glaciers is investigated in Antarctica. The observed
shadow effect disrupts analyses conducted by remote sensing and is a challenge in the assessment of
sediment meltwater plumes in polar marine environments. A DJI Inspire 2 drone equipped with a
Zenmuse x5s camera was used to generate a digital surface model (DSM) of 6 King George Island
glaciers: Ecology, Dera, Zalewski, Ladies, Krak, and Vieville. On this basis, shaded areas of coves near
glaciers were traced. For the first time, spectral characteristics of shaded meltwater were observed
with the simultaneous use of a Sequoia+ spectral camera mounted on a Parrot Bluegrass drone
and in Landsat 8 satellite images. In total, 44 drone flights were made, and 399 satellite images
were analyzed. Among them, four drone spectral images and four satellite images were selected,
meeting the condition of a visible shadow. For homogeneous waters (deep, low turbidity, without
ice phenomena), the spectral properties tend to change during the approach to an obstacle casting a
shadow especially during low shortwave downward radiation. In this case, in the shade, the amount
of radiation reflected in the green spectral band decreases by 50% far from the obstacle and by 43%
near the obstacle, while in near infrared (NIR), it decreases by 42% and 21%, respectively. With
highly turbid, shallow water and ice phenomena, this tendency does not occur. It was found that the
green spectral band had the highest contrast in the amount of reflected radiation between nonshaded
and shaded areas, but due to its high sensitivity, the analysis could have been overestimated. The
spectral properties of shaded meltwater differ depending on the distance from the glacier front,
which is related to the saturation of the water with sediment particles. We discovered that the pixel
aggregation of uniform areas caused the loss of detailed information, while pixel aggregation of
nonuniform, shallow areas with ice phenomena caused changes and the loss of original information.
During the aggregation of the original pixel resolution (15 cm) up to 30 m, the smallest error occurred
in the area with a homogeneous water surface, while the greatest error (over 100%) was identified in
the places where the water was strongly cloudy or there were ice phenomena.

Keywords: shadow; unmanned aerial vehicle; remote sensing; glacial meltwater; glacier

1. Introduction

The impact of glacial meltwater discharge on environments in polar regions has been
intensively investigated not only in terms of the rising sea level [1] but also in the con-
text of the impact of the physico-chemical parameters of meltwater on this ecosystem [2].
Relatively cold, fresh, and highly turbid meltwater influxes impact marine polar bionet-
works [3]. Subglacial discharge induces stratification in the water column, especially in
shallow, coastal water, pushing out less dense water. However, glacial meltwater sediment
transport is undoubtedly more complex and heavily dependent on many factors, such as
the shape of glaciers and the depth of fjords and coves [4]. The primary constituent of
turbid and widespread plumes formed by fresh water are inorganic and lithogenic sedi-
ments. These buoyant suspended particles substantially affect the amount of penetrating
light contributing to decreased benthic and pelagic productivity [3] and the structure of
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food webs [5,6]. Additionally, sediment-rich plumes contain microelements and nutrients,
particularly bioavailable iron oxide nanoparticles [3] which indirectly affect fjord envi-
ronments and the global climate [6,7]. Such phenomena require a deep understanding,
especially since the type of glacier determines biogeochemical and microbial signatures [8].
Monitoring plumes created in close proximity to glacier termini is a key issue for several
reasons: it can provide sufficient information about glacial drainage systems [9], is a proxy
for estimating ice sheet run-off [10], and allows the assessment of the future changes in the
functioning and structure of polar ecosystems [11].

Processes and phenomena associated with sediment plumes occur in close proximity
to glacier termini [12], which makes direct research difficult to conduct and favors the use
of terrestrial and satellite remote sensing techniques. Despite the progress made in the use
of the remote sensing method (RSM) at high latitudes, there are limitations, due to the fre-
quency of satellite revisits, weather conditions or cloud coverage [13,14]. However, even in
the case of cloud-free scenes, shadows cast by the glacier’s terminus and the terrain adjacent
to the glacier remain an overwhelming obstacle and present yet another challenge both
for satellite and unmanned aerial vehicle (UAV) data acquisition. Shadow affects the most
above-water radiometry due to lowering of the slight reflection signal. Despite the weak
reflectance recorded within shaded areas, it can still be a useful source of information [15].
Shadow detection [16–19] and shadow compensation [16,20,21] are required for the devel-
opment of algorithms for different environmental conditions, i.e., land [22,23], urbanized
zones [24–27], or agricultural areas [28–30]. Only some methods of shadow correction have
been developed for water environments [31,32], and none describe the shadow effect in
marine polar environments. Even if there are algorithms that aim to detect or compensate
for shadows in the area of water bodies, the main problems for them are open waters
with high-suspended sediment concentrations (SSCs), chlorophyll, and phytoplankton [33];
waters with inhomogeneous sediment and shallow waters [31,32]. Low reflectance values
from the water surface, especially at longer electromagnetic wavelengths, make the process
of separating the shaded surface from the nonshaded water surface demanding [31]. The
process can be even more complicated when the water body is shallow and the water is
turbid and color-diverse. As a result, the sum of the reflections from the water surface
can also include the reflection of radiation from the bottom and particles suspended in the
surface layer of water, and an attempt to obtain information from such shadow areas can
be fraught with error [34]. Analyzing the spectral reflection of water and shadows cast
on water is also challenging, due to small differences in the brightness values of shadow
and nonshadow regions, different intensities, and low contrast [31]. However, Ocean Color
Radiometry (OCRs) are developed for water pixels illuminated by both direct sunlight
and sky light, and the luminance values in shadow pixels lead to biophysical parameter
distortions. Even a small inaccuracy in the reflectance can lead to significant errors in the
retrieved algorithms. In particular, in band ratio ones, a small disproportion in the spectral
reflectance can change the band ratios considerably and, hence, the retrieved products [35].

Notwithstanding, the foregoing attempts at spectral analysis of shadows in polar
regions can bring unprecedented benefits to remote sensing, oceanography, and glaciology,
especially in increasingly conducted work related to monitoring the effects of global
warming. This cutting-edge work points to a new discourse that should be pursued.
Outlining the problem of shadow casting on the surface of fjords and coves near tide-
water glaciers in polar regions and presenting the impact of shadows on the spectral
characteristics of highly turbid and shallow meltwater are intended to encourage a broader
discussion on the subject.

The detailed purposes of this work are therefore (1) to investigate the temporal and
spatial variability of shadows occurring on six glacier coves (fjords) on King George Island
in the South Shetland Archipelago (Figure 1), the area most vulnerable to melting in the
last 50 years [36]; (2) to examine the shadow characteristics on the water in close proximity
to the glacier’s terminus and, as a result, to test the hypothesis that shadows significantly
affect the spectral characteristics of glacial meltwater; and (3) to fill the gap related to the
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lack of information on the characteristics of shadows on the water in glacier coves (fjords)
in polar regions.
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Figure 1. Research area.

2. Materials and Methods
2.1. Study Sites

This research was conducted in Admiralty Bay, which is located on King George
Island (Figure 1). Due to the shape of Admiralty Bay, which is conditioned by the geo-
logical structure and tectonics of the substratum, glaciers descend from the three ice caps
surrounding the bay towards land or sea and are characterized by different sun exposures
during the day.

To obtain a DSM and analyze the shadow effect created in the vicinity of the glacier
termini, four tidewater glaciers and two icefalls were selected: Ecology Glacier, Zalewski
Glacier, Krak Glacier, Vieville Glacier, Ladies Icefall and Dera Icefall. All six glaciers differ
in features that affect the occurrence and size of shadows, such as active front elevation,
length of front adjoining cove waters, shape and length of cove, and elevation of relief near
coves and glaciers (Figure 2).

2.2. Unmanned Aerial Vehicle (UAV) and Satellite Data Acquisition

UAV data collection was conducted in the austral summers of 2019 and 2020 over
parts of Admiralty Bay. The flights were made with two types of drones: a DJI Inspire
2 quadrocopter (DJI, Shenzhen, Guangdong, China) with a Zenmuse X5S camera (RGB
system) and a Parrot Bluegrass UAV (Parrot, Paris, France) with a Sequoia+ sensor. To
obtain digital surface models (DSMs) of the six glacier coves, Inspire 2 drone flights were
undertaken. By using a high-resolution Zenmuse camera taking 30 frames per second
and 16-megapixel imagery, with lens FOV 72◦ (MFT 15 mm/1.7 ASPH), it was possible to
obtain images with a pixel resolution from 2.64 cm to 9.45 cm (Table 1).
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Figure 2. Orthomosaics, digital surface models, and exposure models of selected glaciers with their
characteristics. Models obtained on (a) 10 February 2019, (b) 24 February 2019, (c) 21 February 2019,
(d) 6 November 2019, (e) 21 January 2019, and (f) 15 February 2020.
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Table 1. Flight specifications.

Glacier Ecology Zalewski Dera Ladies Krak Vieville

Inspire 2 Zenmuse X5

Area covered
(km2) 1.270 1.220 1.460 0.900 0.530 1.284

Flight altitude
(m) 190 430 400 500 145 200

Pixel resolution (cm) 3.94 6.47 7.10 9.45 2.64 4.09

RMSE
X|Y|Z (m) 3.1/3.3/2.5 3.0/3.1/1.2 3.0/3.0/1.2 3.1/3.3/1.4 3.6/3.5/0.8 3.2/4.3/1.0

Mission date 10 February 2019 21 Feuruary 2019 24 Feuruary 2019 6 November 2019 21 Feuruary 2019 15 Feuruary 2020

Bluegrass Parrot Sequoia+

Area covered
(km2) - 0.300 0.320 0.323 - - 0.343 -

Flight altitude (m) - 150 150 150 - - 145 -

Pixel resolution (cm) - 14.78 15.34 15.42 - - 14.69 -

Hour - 6:57–7:06 a.m. 7:49–7:57
a.m.

3:28–3:37
p.m. - - 1:04–1:34

p.m. -

Mission date 31 January 2019 31 January 2019 9 March 2020 5 March 2019
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For spectral shadow analysis and plume detection, a Sequoia+ multispectral camera
was used to record the reflected solar radiation at green (530–570 nm), red (640–680 nm),
red edge (RE) (730–740 nm), and near-infrared (NIR) (770–810 nm) wavelengths. The flights
were made over Lussich Cove and an unnamed cove near Zalewski Glacier. All flights
were carried out during short weather windows, while wind speed fluctuated between 2
m/s and 6 m/s. All flights were automated with flight plans adapted to the features of
each glacier terminus and the surrounding relief (Table 1). Detailed drone specifications
and the methodology of the flights are described in Wójcik et al. [37].

Satellite images from the Landsat 8 Operational Land Imager (OLI) (United States
Geological Survey) were used for analysis. The major criteria for selecting satellite images
were cloud coverage, the presence of sea ice, and the sun angle. Of 399 satellite images taken
from 1 January 2016 to 31 March 2020, four (5 February 2018, 9 March 2018, 22 April 2019,
and 19 January 2020) with the least cloud cover and most favorable angle of sunlight were
chosen. Three coves were selected for satellite analysis: Lussich Cove, an unnamed cove
near Ladies Glacier, and Spare Cove near Vieville Glacier.

2.3. Post-Processing

The individual stages of postprocessing are presented graphically (Figure 3) and
described in detail in the following subsection.
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2.3.1. Digital Surface Model (DSM) and Ortho-mosaic

All UAV images were processed with Pix4Dmapper software. To output the DSM
and orthomosaic in the WGS1984 UTM Zone 21S, a 3D map template was used. The
software matched images and generated a point cloud from which the DSM and ortho-
mosaic were created. The accuracy of the DSM depended on (1) the number of ground
control points (GCPs) entered [38]; (2) the surface over which the flight was carried out
(flat, homogenous sandy or water areas where the lack of GCPs led to lower accuracy
and greater error); and (3) the processing software [39] and the settings used [38]. Due to
inaccessible and dangerous field conditions, no 3D GCP was utilized, and the default
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settings were configured. However, the RMSE error (Table 1) assumed that the DSM
accuracy was satisfactory despite the water areas and floating ice cover.

2.3.2. Hillshade Model and Aspects

To generate a hillshade model and shadow model for individual days of the year and
times of the day, the following ArcGIS algorithm was applied:

Hillshade = 255.0 ∗ ((cos(Zenith) ∗ cos(Slope)) + (sin(Zenith) ∗ sin(Slope) ∗ cos(Azimuth − Aspect))) (1)

where the sun and terrain angles are given in radians. The algorithm is a greyscale
3D representation of the surface with the sun’s position taken into account. The hillshade
algorithm displays two types of shadows: shaded side of the relief (output raster only
considers local illumination angle) and the shadow cast on the surface (the output raster
considers the effects of both local illumination angle and shadow). Shadow phenomena is
done by considering the effects of the local horizon at each cell. Raster cells in shadow are
assigned a value of zero [40].

To analyze the scale of the shadow phenomenon in the glacier coves, two shadow
distributions were generated for this study.

• The first distribution involved the percentage of the shadow area on the glacier cove
on the day and at the time (10:15 a.m. local time, UTC-3) of the Landsat satellite flight
over King George Island (data obtained from the Landsat acquisition tool).

• The second distribution presented the daily shadows on the 15th of each month at
hourly intervals from 6 a.m. to 6 p.m.

Information about sun angle and azimuth was retrieved from an online application
to ascertain sun movements (www.suncalc.org). To carry out raster analysis on RGB and
multispectral images, spatial analyst extension (ArcGIS 10.6) was used. To generate the
aspects model, the 3D analyst tool (ArcGIS 10.6) was applied.

2.3.3. Remote Sensing (RRS) Reflectance Map

Using UAV multispectral imagery and the AgMultispectral template (Pix4D), remote
sensing reflectance (RRS) maps were created. The camera Parrot Sequoia is equipped with
two sensors that allow radiometrically accurate reflectance maps to be obtained. The first
is a fully integrated sunshine sensor that logs light conditions and measures the amount
of downward radiation during flight, and the second is a spectral sensor that registers
the amount of upward radiation. Based on these measurements, the camera carries self-
calibration. For internal camera calibration, additional external calibration targets were
used for better reflectance results as recommended by the manufacturer [37].

To obtain spectral reflectance values from the surface of the water in satellite im-
ages, atmospheric correction must be implemented. This is particularly applicable for
coastal areas, due to the high concentration of suspended particulate matter and the high
concentration of aerosols [41]. Although there are many atmospheric corrections in the
literature [41], in this study, a simple algorithm for atmospheric correction known as DOS1
was applied [42].

2.3.4. Shadow Detection

The type of shadow detection method may have a strong impact on the analysis of
shaded areas. The most common methods of shadow detection are thresholding, invariant
color spaces, classification, object segmentation, and model-based techniques [43]. Nev-
ertheless, a less popular method of detecting shadows by the shaded relief algorithm is
based on the sun angle, sun elevation, and digital elevation model [15]. The last method
was implemented in this campaign to avoid errors resulting from the classification of water
with low reflectance values as shadows. Using the DSM of the glacier coves, shadow
distributions for flights were generated (Table 1, Figure 4). Figures 4 and 5 show shadow
borders on reflectance maps with designated sampling areas.

www.suncalc.org
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distribution generated using the DSM (for 7:57 a.m.); (b) shadow distribution recorded by a Parrot
Bluegrass spectral camera (time flight: 7:48–7:58 a.m.) Explanation: yellow line—border of shadow
on water surface.
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Figure 5. Four selected cases of shadows in glacier coves with sampling areas: (a)—Zalewski Glacier
1 (31 January 2019), (b)—Zalewski Glacier 2 (31 January 2019), (c)—Zalewski Glacier 3 (9 March 2020),
and (d)—Krak Glacier 1 (5 March 2019).
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2.3.5. Sampling Areas

In this paper, the relationships between the spectral properties of meltwater in four
spectral bands in the context of shaded and nonshaded areas were investigated. Four sit-
uations were considered: (1) shadow border extending far from the glacier front, clear
water, no visible plumes, uniform, and low shortwave downward radiation (Figure 5a) (2)
shadow border close to the glacier front and the shoreline, intensely saturated plumes of red
color visible, slight but increasing shortwave downward radiation (Figure 5b); (3) shadow
border along the cove, visible plumes of white and red color, changing and large radiation
(Figure 5c); and (4) shadow border near the glacier front, shallow bottom, ice in the shaded
area (Figure 5d). Sampling areas were separated on spectral maps from UAV and satellite
images. This campaign examined four cases of reflectance maps obtained from UAV flights
and four cases of reflectance maps from satellite images (Figure 5).

The first step was to construct transects perpendicular to the shadow border (Figure 6a,b).
Then, transects with characteristics and visible umbra and solar and transition zones were
selected (Figure 6c). The next step was to determine the sampling areas at the transect site in
such a way that the designated sampling areas did not include the transition zone. For each
case, four sampling areas were established, each consisting of two sub-areas (nonshadow and
shadow) (Figure 6d,e). The side length of the sampling area was 30 m, which was related to the
pixel resolution of Landsat 8 satellite images. To examine the phenomena of loss of accuracy
and information (Figure 7a,b), analyses were carried out for the original pixel resolution
(Table 1) and after aggregating pixels to 30 m (Figure 7c).
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Figure 6. UAV images of Zalewski Glacier in the green spectral band. Transects perpendicular to the
shadow border for Case Zalewski Glacier 1 (a) and Case Zalewski Glacier 2 (b). Transects selected
from Case Zalewski Glacier 2, representing the distribution of the reflectance value (c). Designated
sampling areas (d,e). T1, T5, . . . , T12—number of transect.
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Figure 7. Examples of resolutions for a unmanned aerial vehicle (UAV) image resolution from
5 March 2019 (a) and a Landsat 8 satellite image resolution from 9 March 2018 (b) for Krak Glacier.
Primary resolution aggregation example (c).

In contrast to UAV data, sampling areas for satellite images were determined in
different ways. Due to the low pixel resolution (30 m) of Landsat 8 images and the invisible
transition zones, perpendicular transects were not designed, as was done for UAV data.
Despite this difference, three subareas—with shadows, without shadows and a third area
where distinguishing between shadows and nonshadows was difficult—were assigned.
Each subarea contained only one pixel in reference to pixel aggregation of UAV images.
For each satellite image, two sampling areas with three subareas were determined. The zone
between shadow and nonshadow areas was designated as an aid and was not considered
in the analysis (Figure 8).
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2.4. Shortwave Radiation Data Acquisition

Meteorological data for shortwave radiation were obtained from a meteorological
station located in the vicinity of the Henryk Arctowski Polish Antarctic Station (Figure 1).
The CNR4 net radiometer (Kipp & Zonen, Delft, The Netherlands) located at a height of
2 m a.s.l. in the tundra region recorded shortwave downward and upward radiation with
a frequency of 1 s.
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3. Results
3.1. Spatial and Temporal Distributions of Shadows

Figure 9 shows the variability in daily shadow distributions on the 15th day of each
month. In the case of glaciers with northeastern exposure (Figure 9a,c), the maximum
shadow reaches up to 100% of the area in the morning and afternoon and is minimal at
mid-day. An important factor is the elevation of the glacier foreland and the indentation of
the cove. The wide Suszczewski Cove (Figure 2a) surrounded by a relatively flat foreland
has no shadow at noon in any month of the year (Figure 9a). A different situation is
observed for glaciers whose valleys are long and deeply indented into surrounding steep
slopes (Figure 2c). At noon during the summer, shadows are also not recorded in this
case; however, in the winter months, the minimum shaded area can reach 40% of the bay
(Figure 9c). The glacier with northwestern exposure and an open and shallow indented
valley (Figure 2b) is the Ecology Glacier (Figure 9a), with the minimum shadow occurring
an hour later (Figure 9b). This example represents a "U" type with maximum shadows in
the morning and evening and a minimum at noon. A different shadow distribution at a
glacier terminus with eastern exposure and a long and narrow cove is noted (Figure 2e).
The maximum shadow occurs in the morning (with the shortening of the day, this moves to
the noon hour), and the minimum is observed in the late afternoon and evening (Figure 9e).
This example represents an “L” type with a maximum shadow in the morning and a
minimum shadow in the evening. An icefall with a small, open bay with south and
southwestern exposure (Figure 2d), in contrast to previous glaciers, is marked by the effect
of "mirroring" with a minimum in the morning hours and a maximum in the late afternoon
or evening (Figure 9d) and represents a “reflected L” type with a minimum shadow in
the morning and a maximum shadow in the evening. Glaciers with S and SW exposures
and open but shallow coves (Figure 2f) are heavily shaded in the morning hours and at
noon, and the minimum shadow occurs in the late afternoon hours (Figure 9f). This glacier
represents a mixed type, combining type “U” with “L”.

Figure 9g presents the percentage of shadows on the coves at the time the images were
recorded by the satellite sensor on the following days of flight. The largest shadow areas
occur from late fall to early winter (May–July), which is not a problem because the satellite
sensor does not register images from mid-May to mid-August. In late spring and early
summer (November-February), the shadow is small or absent in most of the analyzed cases.
The exception is Lussich Cove near Krak Glacier, where the shadow occurs throughout the
year and the minimum shadow area in November–February covers 10% of the cove.

3.2. Spectral Characteristics of the Sampling Area on UAV Multispectral Imagery
3.2.1. Shortwave Radiation Data

The amount of shortwave solar radiation depends on many factors, such as atmo-
spheric attenuation (scattering and absorption) and Earth geometry [44]. On a local scale,
the most important factor modifying the distribution of radiation is the terrain (exposure
and slope). For these measurements, the radiation intensity was measured at a distance
of 7 km from the sampling area; however, general conclusions can be drawn about the
radiation situation on a given measurement day.

Three measurement days were analyzed, during which a total of four flights were
carried out over the unnamed cove at Zalewski Glacier and Lussich Cove near Krak Glacier.
The analysis involved the shortwave radiation recorded only during the flight time of
the drone. During the first UAV flight on January 31st (Case Zalewski Glacier 1), both
downward and upward radiation remained low. During the second flight on the same day,
downward radiation dynamically increased, whereas upward radiation did not change
(Figure 10a). On March 9th (Case Zalewski Glacier 2), downward radiation changed
dynamically during the flight (Figure 10b). On March 5th (Case Krak Glacier 1), downward
radiation was significantly higher (by almost 180 W/m2), but it did not change dynamically
during the flight (Figure 10c).
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Figure 9. Hourly shadow distribution on the bays of selected glaciers on the 15th of each month: (a) —Ecology Glacier,
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shadow distribution at the time the Landsat satellite passed over King George Island.
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3.2.2. Spectral Characteristic for Investigated Cases

The largest difference in the range of values occurred in the fourth sampling area in
the green spectral band (0.1 RRS) for the first case (Figure 11a, Figure A1), while the smallest
difference was found in the second sampling area in the green spectral band (0.004 RRS).
In case 2 (Figure 11b, Figure A2), the largest difference was observed in the fourth sampling
area in the red edge (0.1 RRS), and the smallest in the first area in the red spectral band
(0.007 RRS). In the second and third sampling areas in the red spectral band, the range in the
shaded area was greater than that in the sunlit area (–0.005 RRS and –0.03 RRS, respectively).
In case 3 (Figure 11c, Figure A3), the largest difference in the range of values was 0.028 RRS
in red edge in the first sampling area and the smallest 0.007 RRS in the red edge in the
third sampling area. In the Krak 1 case (Figure 11d, Figure A4), the highest difference was
obtained in the red edge (0.13 RRS), and the smallest in the green spectral band (0.066 RRS).
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The largest difference in medians between the shaded and nonshaded areas for all
cases was recorded in the Zalewski 3 case (Figure 11c) in the green spectral band in the 4th
sampling area and amounted to 0.178 RRS, and the smallest 0.0008 RRS in the Zalewski 2
(Figure 11b) case in the NIR in the fourth sampling area.

The greatest flattening of extreme values occurred in the Zalewski 3 case in the first
sampling area in the red edge spectral band and amounted to 0.350 RRS, and the smallest in
the Zalewski 1 case in the red edge spectral band. It is worth adding that in case Zalewski 2
in case 2 in the red edge spectral band, in case 4 in all bands and in case Krak 1 in the green
spectral band, the maximum value in the shaded area was higher than in the nonshaded
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area. The results of the statistical tests are presented in Table A1 and more details are
provided in Table A2.

3.2.3. Spectral Characteristics of Aggregated Pixels of UAV Images and Pixels of Satellite
Imagery

To analyze the loss of information in the spectrum that occurs with increasing spatial
resolution of a pixel, aggregation of pixels with the original resolution of 15 cm to 30 m
was performed. We compared the shift in reflection occurring between the shaded and
nonshaded areas for the same sampling areas at two resolutions of 15 cm and 30 m using
the Bland–Altman plot (Figure 12). In the 15 cm resolution, the average of all values from
the 30 m area was used. The aggregation process up to a resolution of 30 m was done in
ArcGIS software. The average reflection shifts for aggregated pixels (30 m) were lower than
the reference values (15 cm). For the green spectral band, this difference is −0.01736 RRS,
red −0.0142 RRS, and red edge −0.00383 RRS. Only in NIRs is this difference positive and
amounts to 0.0236 RRS. The narrowest limits of agreement were observed in the red edge
spectral band, and the widest limits were observed in the NIR band. However, the single
outliers have the greatest impact on the limit agreement (for instance Krak 1 in the green
and red spectral bands and Zalewski 2 in NIR) while the most points oscillate around zero.
Zalewski 1 shows the most clustered values with the mean difference of measurements
close to zero (green dots). Values for Zalewski 2 are different in relation to the Y axis blue
dots, while the differences of shifts for Zalewski 3 oscillate approximately 0, but they are
scattered with respect to the X axis (yellow dots). The difference in shifts for Krak only in
the NIR is within the limits of agreement (red dots).
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A comparative analysis between the UAV and satellite images is presented on the
boxplot (Figure 13). It shows the differences in reflection shifts in individual spectral bands
between the shaded and nonshaded areas obtained in UAV images with an aggregated
resolution of up to 30 m and in satellite imagery. With regard to the lack of red edge
spectral band in the spectrum recorded by Landsat, that spectral band was omitted from
this analysis. Values recorded on satellite imagery are apparently lower than values on
UAV images, which also makes shifts in reflection values between shaded and nonshaded
areas are lower. In each case, the spectral band with shifts close to zero occurred, whereas
in the NIR region, the reflectance value in the shaded area surpassed that in nonshaded
area. The shifts of the values in the satellite images are 0.05 RRS smaller on average in the
green spectral band, 0.03 RRS in the red spectral band and 0.04 RRS in the NIR than those
obtained in the UAV images. The median difference in the green was 0.042 RRS, in the red
0.022 RRS, and 0.026 RRS in the NIR.
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Landsat 8 satellite images.

4. Discussion

The shadow distributions on the glacier coves during the Landsat 8 satellite passages
over King George Island were analyzed. Although the number of flights was chosen to
minimize the impact of the low angle of sunlight, shadows may occur all year in polar
regions. An example is Lussich Cove by Krak Glacier. Its surface is shaded by a nearby hill,
glacier fronts, or an ice dome, especially in spring or autumn. In the fall and spring, the
coves are shaded from 20 to 100% (except for Zalewski Glaciers and Ecology Glacier). This
makes problems for satellite observations of increasingly common mid-season thaws and
winter rainfall, which are observed in both the Arctic [45] and Antarctic areas [46].

The hourly distribution of the shadow on the 15th of each month indicates the differ-
ences resulting from exposure, as well as the morphology of the glacier foreland or valley,
which can be useful in planning UAV missions over water areas to provide appropriate con-
ditions [47]. Three typical daily shadow distributions were identified. The first distribution
is called the "U" type and is characteristic of coves with NE and NW exposures. The shadow
minimum at noon eliminates the impact of high relief or rich bottom vegetation during
mid-day flights [48]. The "L" distribution is the second type, characteristic of glaciers with
W/NW exposures, and it features a minimum in the late afternoon/evening hours. The
third type, called "the reflected L" distribution, is characteristic of glaciers with SE exposure
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with a minimum in the early morning hours. Flights in the early morning and late evening
are suitable for "L" and "reflected L" types and minimize the glare effect [48].

Four scenarios (Figure 5) were analyzed to trace the spectral signature of glacial
meltwater near glacier coves in shaded and nonshaded areas. The advantage of the
conducted analysis is the possibility of tracing the spectral characteristics in spatial terms,
enabling the determination of key concern in the creation of algorithms for detection but
more for shadow compensation.

In the existing algorithms dealing with shadows within water bodies it is required that
the water be homogeneous [31]; however, even in the case of pure water in the area with
topographic shadows, the reflection in the entire shadow area is not uniformly reduced. It
can be assumed that the occurrence of ’strong shadow and weak shadow’ also applies to
water areas [48], which in this case is enhanced by low values of shortwave downward
radiation and a small supply of solar energy both in the sunny area and in the shade. This
is characterized by the fact that in the area of the cove furthest from the shadow-casting
obstacle, the difference between the amount of radiation reflected in the nonshaded and
shaded parts is greater than in the shallower area near this obstacle. In addition, this
dependence also determines the amount of this radiation in spectral bands; the longer
the electromagnetic wave is, the smaller this difference. Far from the obstacle within
shadow in the green spectral band, the reflection is 50% less, and near the obstacle, it is
43% less. In NIR, these values are 42% and 21%, respectively. This relationship could also
be seen from the diminishing median difference between nonshaded and shaded areas
when approaching the obstacle. The uniform surface of the water and the absence of ice
phenomena caused the ranges of values and maximum values in nonshaded areas in all
spectral bands and all sampling areas to be greater than those in shaded areas. Despite the
strong and weak shadow effect, pure homogeneous water allows to obtain the reflection
coefficient of water in the shadow proportional to the reflection of pure water, and this
relationship is useful for building algorithms [33].

Heavily turbid waters pose a major challenge for the OCR, due to the complex model
of incident light scattering by suspended particulate matter, and therefore the attenuation
of light within the water column dependent on water constituents, i.e., phytoplankton,
SSC, colored dissolved organic matter [49]. It was shown in these studies that in the case of
waters highly saturated with sediment, there are no spatial dependencies, and the spectral
characteristics of the shadow depend on the type of sediment. In the case of saturation
of the surface water layer with red-colored particles, previous studies have shown that it
strongly correlates with the red, NIR, and short-wave infrared spectral bands depending
on the concentration of SSC [50,51]. The white sediment, on the other hand, correlates more
strongly with shorter electromagnetic waves [52]. In the green and red edge spectral bands,
the amount of reflected radiation decreased by approximately 40%–50% in all sampling
areas. However, in the red and NIR spectral bands, the differences in radiation reflection
are small and amount to approximately 6% to 15% for the red spectral band and from 3%
to 13% for the NIR. In addition, the shaded area is closer to the glacier, which means that
it may be more saturated with SSC. The proximity of the glacier termini and shoreline as
well as the presence of ice could have made the range of values in some sampling areas
greater in shaded areas than in nonshaded areas, and the maximum values in shadow areas
were greater than those in nonshadow areas. This indicates that sediment can disrupt the
spectral reflectance curves of water and shadows [33]. If there was heterogeneous white
and red sediment, the reflection signal in the entire shaded area, regardless of the spectral
band, was lower by approximately 50%–60%. In the area closest to the glacier, where the
water was saturated with heterogeneous sediment, the range of values was the widest,
and it was the narrowest in the middle of the cove. The largest difference in medians
was recorded in the area closest to the glacier, and the smallest difference was recorded in
the middle of the cove. The difference in the maximum values between nonshadow and
shadow areas was also the largest closest to glaciers. This situation could be influenced by
the high position of the sun [53], but also by dynamically changing lighting (Figure 10).
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The impact of spatial resolution on the spectral characteristics of shaded and non-
shaded meltwaters was also analyzed. The reduction in the primary spatial resolution of
UAV images reduces the accuracy and makes it impossible to find spatial characteristics, es-
pecially in small glacier coves. The result and the uncertainty of the results obtained strictly
depend on the saturation of water with particles, but also on the amount of radiation. The
value of the differences will be close to zero when the water is uniform and clean and the
radiation is uniform (Zalewski 1). When the water is saturated with sediment and the
shadow border runs close to the glacier’s front line or close to the shoreline and the value
of the incident radiation will be slight, the differences in shifts between the resolutions will
vary by over 100% of the reference value (Zalewski 2). A particular example is when ice is
present in the shaded area, causing an overestimation when the resolution is reduced.

Similar differences in values were obtained during comparative analysis of shifts
between shaded and nonshaded areas in UAV (30 m) images and satellite images. The
lower reflectance values recorded by the satellite sensor may depend on the transparency
of the atmosphere, aerosols, the atmospheric correction used and the technical specificity
of the sensor itself.

The phenomenon of shadow influence on highly turbid waters requires further re-
search, especially in the context of the heterogeneity of sediment and saturation, ice
phenomena, and the spectral characteristics of shallow waters with different ground types
and variable depths. Algorithms for the detection and compensation of shadows in polar
regions may need to validate the physicochemical parameters of water that affect optical
properties [54] and will also need to adjust for seasonal variability, such as mid-winter thaw,
release of meltwater in the summer season, and bloom events [3]. This fact in turn suggests
that the de-shadowing algorithms in polar regions should be adapted to the prevailing
conditions. Although shadows in cold regions are a large-scale phenomenon, the creation
of such algorithms is extremely important, especially in the case of ocean color radiometry,
which is based on low reflectance values, and even a slight variation in these values can
perturb the analysis.

Currently, existing algorithms are often flawed in water areas in general or in shallow
or turbid waters. The main problem with the frequently used threshold method is that
it is difficult to distinguish between real pixels in shadow and nonshadow areas, such as
water, due to the phenomenon of pixel similarity [15]. In the case of the histogram method,
it would be difficult to distinguish the reflection from highly turbid, shaded, and non-
shaded water. Numerous algorithms use the method of neighboring areas, but they require
homogeneous conditions throughout the analyzed area [31,55]. The linear relationship be-
tween shadow and nonshadow areas is also increasingly used, however, the main problem
with these algorithms is that they have lost local variability for each class, due to being
implemented globally [55].

5. Conclusions

In this paper, we fill the knowledge gap in the characteristics of water shadows in cold
regions and provide a specific supplement to the recommendations made by Shahtahmassebi
et al. [15]. Creating an algorithm for topographic shadow correction and building techniques
that treat the shadow surface as a heterogeneous structure are necessary, as well as developing
and presenting methods in forms that allow the user to apply them in a specific region [15].

Our findings may be summarized by the following conclusions:

1. Shadows significantly affect the spectral properties of meltwater, reducing the amount
of reflected radiation. Ocean color radiometry, which is based on very low radiation
values, is relevant because it can cause significant differences.

2. UAV images enable the determination of spatial changes in the spectral characteristics
of shaded water:

(a) A uniform surface of shaded water (low turbidity and no ice phenomena)
tends to change its spectral properties during the approach to an obstacle
casting a shadow.
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(b) With highly turbid, shallow water and ice phenomena, spatial tendency does
not occur. In this case, the spectral signature depends on the sediment type
and the saturation of the SSC surface water layer.

(c) Within highly suspended water, the difference in reflection in the shaded and
nonshaded areas will be smaller.

(d) Ice and a shallow bottom in the immediate vicinity of the glacier front in the
shaded area may disturb the analysis.

(e) The difference between the amount of radiation reflected in the shaded and
nonshaded areas depends on the amount of shortwave downward radiation
(time of the day).

3. Pixel aggregation of uniform areas causes the loss of detailed information, while pixel
aggregation of nonuniform, shallow areas with ice phenomena causes changes and
the loss of original information.

4. The reflection in the satellite imagery is much smaller in both the nonshaded and
shaded areas than in the UAV images. In NIRs, shifts between shadow and non-
shadow areas are often close to 0 or even negative.

5. The characteristics of the spectral bands in the shaded area are as follows:

(a) The green spectral band has the highest contrast in the amount of reflected
radiation between NS and S, but due to its high sensitivity, the analysis can be
overestimated.

(b) In the RE and NIR, the values in shaded areas are uniform and without contrast,
which makes it impossible to obtain primary information about the spectral
characteristics of water.
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Appendix A

Statistical analysis was used to determine the statistical significance between the
reflectance values of shaded and nonshaded areas on UAV images with 15 cm resolution.
To achieve the set goal, the Kolomogorov-Smirnov test for normality of the distribution
was initially performed, and the nonparametric Mann-Whitney U test to compare two
independent samples at significance level α = 0.05 was then implemented.
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Table A1. Results of the nonparametric Mann-Whitney U test (+ statistically significant, − statistically insignificant).

Zalewski 1

1.1/1.2 2.1/2.2 3.1/3.2 4.1/4.2

GR RD RG NIR GR RD RG NIR GR RD RG NIR GR RD RG NIR

GR + + + +

RD + + + +

RG + + + +

NIR + + + +

Zalewski 2

GR + + + +

RD + + + +

RG + - + +

NIR + + + +

Zalewski 3

GR + + + +

RD + + + +

RG + + + +

NIR + + + +

Krak 1

GR +

RD +

RG +

NIR +
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Table A2. Spectral characteristics of cases.

Zalewski 1

1.1/1.2 2.1/2.2 3.1/3.2 4.1/4.2

Differences in: * GR RD RG NIR GR RD RG NIR GR RD RG NIR GR RD RG NIR

range 0.032 0.048 0.028 0.0237 0.004 0.012 0.005 0.008 0.0105 0.030 0.017 0.0113 0.100 0.036 0.042 0.044
median 0.041 0.035 0.018 0.015 0.036 0.014 0.005 0.004 0.047 0.014 0.006 0.005 0.022 0.007 0.005 0.005

max. values 0.063 0.066 0.036 0.031 0.032 0.020 0.008 0.010 0.044 0.039 0.020 0.014 0.108 0.036 0.042 0.044

Zalewski 2

range * −0.006 0.008 0.025 0.008 0.066 −0.025 0.025 0.012 0.005 −0.005 0.023 0.006 0.014 0.004 0.106 0.015
median * 0.070 0.004 0.029 0.004 0.079 0.003 0.034 0.003 0.070 0.004 0.029 0.004 0.060 0.008 0.014 0.001

max. values * 0.100 0.087 0.027 0.023 0.110 0.041 −0.021 0.015 0.114 0.086 0.026 0.031 −0.209 −0.165 −0.220 −0.215

Zalewski 3

range * 0.135 0.132 0.276 0.243 0.165 0.112 0.121 0.082 0.041 0.018 0.007 0.007 0.161 0.101 0.039 0.028
median * 0.141 0.162 0.099 0.083 0.128 0.076 0.042 0.033 0.105 0.053 0.020 0.014 0.178 0.116 0.042 0.029

max. values * 0.247 0.256 0.350 0.308 0.211 0.150 0.142 0.099 0.134 0.063 0.022 0.016 0.197 0.136 0.054 0.037

Krak 1

range * −0.122 −0.066 −0.040 −0.016
median * 0.066 0.096 0.125 0.122

max. values * −0.042 0.048 0.094 0.111

* with an assumption: NS − S.
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